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The preparation and kinetics of nucleophilic displacement are reported for four p- branched primary alkyl 
groups attached to  neutral nucleofuges. Principal-component analysis on a set of 10 nucleophilic 
substitution reactions with neutral and anionic nucleofuges finds that the first principal component 
accounts for 70% of the variance and confirms that the tri- and penta-cyclic nucleofuges are similar to  
chloride ion in leaving-group activity. Partial least-squares analysis shows that the nucleophilic 
displacement rates for the tricyclic derivatives (2) depends on substituent shape (as measured by the 
Verloop parameter) rather than on size as measured by iES. The G* and polarizability terms are also 
important. 

Previous studies on the kinetics and the mechanism of the 
reactions of N-benzyl, N-allyl, N-n-alkyl, and N-s-alkyl deriva- 
tives in series (1)-(3) with piperidine in chlorobenzene 2 7 3  have 
shown that although the &2 rates invariably increase in the 
order (1) -= (2) < (3), for different nitrogen substituents, the 
rate enhancement varies considerably. This enhancement grows 
on increasing the size of the nitrogen substituent and the steric 
shape of the nitrogen substituent is also important. However, 
for each series, the same rate sequence was found: benzyl > 
methyl 1 s-alkyls 3 continuous chain primary alkyls z neo- 
pentyl. This sequence contrasts with that generally accepted for 
s N 2  benzyl > methyl > primary alkyl > secondary 
alkyl B neopentyl. Only compounds with secondary N-sub- 
stituents in series (1)-(3) exhibited a significant first-order 
component. No branched primary alkyl groups were studied 
other than neopentyl. 

Following these studies we now report the displacement 
kinetics for some analogous compounds of series (2) and (3) 
with branched primary N-alkyl and N-(cycloalkylmethyl) 
substituents. These new results, together with previous kinetic 
data on the S,2 rate dependence on both alkyl and the 
nucleofuge in our nucleophilic displacements with nitrogen 
heterocycles as leaving groups and in other conventional 
bimolecutar substitutions available from the literature, provide 
a suitable data set for multivariate statistical analysis. We 
therefore now also report a chemometric investigation of the 
above rate data matrix, using principal-component analysis 
(PCA) and the recently developed method of partial least- 
squares (PLS) analysis, with the aim of studying the simul- 
taneous dependence of S,2 rates on alkyl-group structure and 
leaving-group n ucleofugaci t y. 

Preparation of Compounds.-5,6-Dihydro-2,4-diphenyl- 
benzo[h]chromylium tetrafluoroborate (4) and 5,6,8,9-tetra- 
hydro-7-phenyldibenzo[c,h]xanthylium tetrafluoroborate (5) 
were reacted 6*7 with isobutylamine, cyclohexylmethylamine, 
2-methylbutylamine, and cyclopropylmethylamine to give 
the corresponding pyridinium tetrafluoroborates (2m-p) 
and (3m-p) (Table 1). The amines react faster (3-5 h) with 
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Tab& 1. Preparation of pyridinium tetrafluoroborates from pyryliums 

Found (%) Required (%) 
Reaction Recryst. M.p. Yield r-A-, & 

Compd. N-Substituent time (h) solvent ("C) (%) c H N Formula C H N  
CH,CHMe, 
CH,-cyclopropyl 
CH,CHMeEt 
CH ,-cyclohexyl 
CH,CHMe, 
CH,-cyclopropyl 
CH,CHMeEt 
CH ,-cyclohexyl 

6" 
16 
18 
18 
4" 
5 
3 
3 4  

Me,CO-Et ,O 
Me,CO-Et ,O 

Me,CO-Et,O 
Me,CO-Et,O 
Me,CO-Et ,O 
Me,CO-E t ,O 
Me,CO-Et,0 

n-C,H I 2 

224 76 72.8 5.8 2.9 
133 92 73.1 5.6 2.8 
155 76 73.1 6.1 2.7 
203 78 74.1 6.2 2.7 
236 84 73.7 6.1 2.7 
106 93 74.2 5.5 2.7 
207 89 c 
236 92 c 

72.9 5.8 2.9 
73.2 5.5 2.9 
73.3 6.1 2.8 
74.2 6.2 2.7 
73.9 5.9 2.8 
74.2 5.6 2.8 
74.3 6.2 2.7 
75.1 6.2 2.6 

a AcOH (1 mmol) was added to the reaction mixture after 2 h. Hydrochloride salt of this amine was used which was dissolved in CH,CI, (2 ml) with 
the addition of EtOH (0.1 ml). ' Also characterized by 'H and I3C n.m.r. spectroscopy. 

Tab& 2. 'H N.m.r. spectral data"** 

Aromatic - 
-------*-* 1 H . m  - f  L 7 

Compound 6 H 6 H 6 J(Hz) 6 H 6 6 H 6 H m J  

CH3 Py-ring Multiplet N-CH, 2 H, d CH,-CH, NCH,CH CH, m 

8.10 1 7.5 13 4.90 
8.00 1 7.60 13 5.00 
8.10 1 7.68 13 5.01 
8.00 1 7.60 13 4.90 
8.25 2 7.55 11  5.16 
8.05 2 7.60 11  5.20 
8.20 2 7.50 11 5.25 
8.20 2 7.65 11 5.30 

7 2.85 4 1.53 
7 2.98 4 0.75 0.45 
7 2.95 4 1.30 0.80 
6 2.90 4 1.40 0.90 
7 2.80 8 1.60 
6 2.83 8 0.80 0.4&-0.15 
7 2.85 8 1.60-1.35 1.25-1.00 
7 2.90 8 1.55 0.90 

0.40 6 d 7  
2 
2 0.47 

10 

4 
2 0 .984 .60  6 m 

10 

6 m  

0.45 6 d 7  

a All the spectra were taken in CDCI, with the addition of 2-3 drops of CF3C0,H. d = doublet, m = multiplet. 

Table 3. Pseudo-first-order rate constants (10' kOh/s-l) for the reactions of compounds in series (2) and (3) with piperidine in chlorobenzene at 
100 "C" 

[pip]/mol I-' 
A Kinetic h r - 

Compound N-Substituen t (nm) 0.08 0.16 0.24 0.32 

(2m) CH,CHMe, 3 54 0.465 0.860 1.37 1.80 
(2n) CH,-cyclopropyl 3 50 53.4 77.5 101 126 

CH,CHMeEt 354 0.400 0.782 1.12 1.51 
1.39 

(20) 
(2P) 

(30) 

CH ,-cyclohexyl 3 54 0.290 0.7 17 1.04 
21.5 (3m) CH,CHMe, 392 4.21 10.5 

(3n) CH,-cyclopropyl 392 86.2 I15 142 
CH ,CHMeEt 394 2.60 5.90 8.6 1 12.45 

(3P) CH,-cyclohexyl 392 2.67 7.60 10.05 

[Substrate] = 6.4 x (mol I-') .  Additional kinetic runs: [piperidine] (los kobs/s-l), 0.04 (42.6), 0.008 (28.7). 

the pentacyclic pyrylium (5) than with the tricyclic system (4). 
Compounds were characterized by elemental analysis (Table 

I )  and 'H n.m.r. spectra. Pyridinium ring hydrogens, ethylene 
bridges, NCH,, NCH,CH, and other aliphatic protons 
appeared in the expected regions 6.8 with correct integrations 
(see Table 2). 

Kinetic Results.-The reactions of cations (2) and (3) with an 
excess of piperidine (under pseudo-first-order conditions) were 
followed spectrophotometrically at 100 "C by measuring the 
disappearance of the c a t i ~ n . ~ * ~ , ' ~  Pseudo-first-order rate con- 
stants (kob) are recorded in Table 3 together with the kinetic 
wavelengths. Plots of kobs against the nucleophile concentration 
gave straight lines; the slopes are considered to vary as k ,  and 
the intercepts as k, ,  the second- and first-order rate constants 
for SN2 and S ,  1 nucleophilic substitutions respectively (see 
discussion in ref. 10). First- and second-order rate constants for 
the reactions of the tricyclic derivatives (2m-p) and of their 

pentacyclic analogues (3m-p) with piperidine in chlorobenzene 
at 100 "C are reported in Table 4. 

No significant first-order component occurs for branched 
primary alkyl derivatives; however, a significant first-order rate 
is observed for the N-(cyclopropylmethyl) compounds (2n) and 
(3n). 

Table 5 gives the logarithms of second-order rates relative to 
the ethyl compound for each leaving group. Comparative data 
are not available for cyclo-C,H,, Bus, cyclo-C,Hll and 
CHSHCH,. However, the rate sequence for n-butyl, iso-butyl, 
and cyclohexylmethylene in both series (2) and (3) are in good 
agreement with those for the reactions of alkyl bromides with 
chloride ion in acetone-water" and with methoxide in 
methanol. l Z  Second-order rate constants for cyclopropylmethyl 
compounds (2n) and (3n), however, are higher than those of 
the analogous cyclohexylmethyl derivatives (2p) and (3p), in 
contrast with the usual rate enhancement on increasing the ring 
size from three to six observed for the SN2 reactions of bromo- 
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Tabk4. First- ( k , )  and second-order ( k , )  rate constants for the reactions of compounds in series (2) and (3) with piperidine in chlorobenzene at 100 "C 

1 Ooo &,* 
Compound N-Substituent r a  N b  lo3 k, / l  mol ' S-" Error (%) lo5 k , / s  " Error (%) &, + lo&, 

CH,CHMe, 
CH ,-cyclopropyl 
CH,CHMeEt 
CH ,-cyclohex y 1 
CH,CHMe, 
CH ,-cyclopropy 1 
CH,CHMeEt 
CH ,-cyclohexyl 

0.999 
0.9999 
0.9996 
0.998 
0.999 
0.9996 
0.998 
0.9999 

0.0564 f 0.0054 
3.01 & 0.08 

0.0458 f 0.0025 
0.0453 f 0.0056 

0.72 f 0.12 
3.62 f 0.12 
0.40 f 0.054 

0.307 & 0.003 

10 
3 
5 

12 
18 
3 

13 
1 

(-0.01 f 0.12) 

(0.04 f 0.06) 
29.1 f 1.6 

( - 0.05 & 0.12) 
( -  1.3 f 2.6) 

27.2 f 2.4 
( - 1  f 1 )  

0.21 1 & 0.070 

Correlation coefficient. Number of runs. ' 900; Confidence limits. Yo S,1 reaction at [piperidine] 0 .1~ .  

c 16 
6 49 

< 18 
< 13 
< 15 

9 43 
< 33 

33 6 

methylcycloalkanes with methoxide l 2  and thiophenoxide 
ions. Moreover, in the case of the cyclopropylmethyl deriva- 
tives, reaction also occurs by the S,l mechanism, the first-order 
rate constants being higher than those of the cyclohexylmethyl 
analogues. 

the S,2 reaction of 
each pentacyclic derivative (3) is faster than that of the tricyclic 
analogue (2) with the rate enhancement varying widely for 
different nitrogen substituents. Thus the benzyl,2 the n-pentyl,2 
the isobutyl, the 2-methylbuty1, and the cyclohexylmethyl 
compounds respond much more (14, 14, 13, 9, and 7 times, 
respectively) than the allyl' and the cyclopropylmethyl com- 
pounds (only 1.2 times) to the second annulation. 

In agreement with previous 

Multivuriutu Sturisricui Methods.-Chemometrics, the applic- 
ation of mathematical and statistical methods to chemistry,14 is 
a new discipline which has developed parallel to the improve- 
ment of computing facilities over the last decade. Multivariate 
statistics is of proven utility in handling complex chemistry- 
related data sets.' 5-16 

A data set suitable for a multivariate analysis consists of a 
table (matrix) where a number (M) of experimental values 
(variables) is collected for each of the N chemical compounds 
(objects). The geometrical interpretation of each object is a 
point in the M-dimensional space, where each variable defines 
an orthogonal axis. Accordingly, the data set has the form of N 
points in an M space. Multivariate methods seek for the 
structure of the data, i.e. they are aimed at recognising 
systematic patterns, if present. This research area is also called 
'pattern recognition'.l4V1 

Pattern-recognition methods apply similarity criteria. Some 
of them are based on the Euclidean distance: the closer two 
points are in the M-space the more similar are the two objects. 
Other methods use as similarity criterion the fit to a unique 
mathematical model and are based on least-squares procedures. 
Among these, multiple regression analysis (MRA), principal- 
components analysis (PCA), and partial-least squares analysis 
(PLS) are particularly appropriate in physical organic 
chemistry, as they allow the description of the data by 
mathematical equations. 

MRA l 7  describes one selected dependent variable yi  as a 
function of a number of independent variables xi, [equation 
(I)] .  MRA is still the most popular multivariate approach, but 

its use involves the following implicit assumptions. (1) All the 
variables sia are independent and error free (otherwise multi- 
collinearity can give meaningless regression coefficients). (2) 
All the independent variables used are relevant to the problem. 

(3) There is an absence of non-random groupings of the data 
points (subgroups cannot be recognised). 

In PCA no cause-effect reIationship is assumed and rather 
than select one unique y ,  all the M variables are treated in the 
same way.'* The method seeks systematic variations in the data 
matrix to elucidate the structure of the objects in the M-space. 
No assumption is required about the variables, and the 
correlations between them determine the mathematical solution 
which consists of the simultaneous explanation of all objects by 
the variables. PCA selects the best model, with the minimum 
number of dimensions, to explain the data structure. The plots 
of the components against each other (also called eigenvector 
plots) illustrate the data structure and can be regarded as 
windows opened on the multidimensional data set. 

The SIMCA method, a computer package developed at the 
University of Umea,' s * 1 9 - 2 1  applies disjoint PC models to each 
class of homogeneous objects. The data matrix contains 
elements xjk, where index i is used for the experimental 
measurements (variables) and index k for the chemical com- 
pounds (objects). Each element is described by equation (2), 
where the number A of significant cross-terms (components), 
and the parameters b,,, t,k are calculated by minimizing the 
squared residuals eik, after subtracting 2, (the mean value of the 
k experimental quantities xt).  

In this model, parameters .ti and b,, depend only on the 
variables, and tak only on the compounds. The deviations from 
the model are expressed by the residuals eik. By scaling to the 
same variance (fixed to unity), the variables are all given the 
same importance in the analysis. The PCA then proceeds by 
model expansions to find the correct dimensionality A using the 
cross-validation technique.22 

The relevance of each variable in describing the mathe- 
matical model is given by its modelling power w, [equation (3) 

where si is the residual standard deviation for each variable after 
A dimensions and after dimension zero]. 

When the normalization of raw data is done by autoscaling, 
the wi  values are strictly related to the b, values for the first 
component. However, the modelling powers are more easy to 
interpret, since the bi parameters are calculated under the 
constraint Zbj2 = 1, which makes them very similar to each 
other. Nevertheless the b, values provide the relative signs of the 
variables. 

The SIMCA method has already been applied successfully in 
physical organic chemistry providing new insights on linear free- 
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energy  relationship^.^' Other applications included multi- 
variate analysis of solvolysis rate data and the substituent 
 descriptor^',^^ 3C n.m.r. ~ t u d i e s , ~ ' - ~ ~  investigations on the 
solvent  effect^,^'.^' and on the relationships between chemical 
structure and biological ac t iv i t i e~ .~~  

PCA is superior to MRA whenever uncertainty exists 
regarding which variables significantly affect the problems; 
however, it is not aimed at finding out cause-ffect relation- 
ships. A correct statistical approach aimed at this objective, able 
to cope both with the interpretation of results and the prediction 
of unmeasured data, is provided by the recently developed 
method called partial least-squares (PLS) analysis.20.2 1*33*34 A 
dependent variable j ' k  (u.g. chemical reactivity) is described in 
terms of explanatory variables -via (the 'descriptors' o, E,, etc.), 
but no assumption on the relevance of individual variables is 
required. The method determines the principal components for 
the descriptors block [equation (2)] and then seeks a simple 
linear relationship between these components and the property 
[equation (4)J. 

If the descriptor variables were all independent, the number 
of significant components could equal the number of variables. 

Table 6. Weights, Xi, b i , ,  biz.  si2 (1) for reactions (variables) 1-10 in the 
PCA model 

Reactions" 
(variables) Weights' .TiC biId .si2 ( I ) '  hi,' 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 

1.270 1 
0.8568 
0.9121 
2.3422 
0.8505 
I .0567 
0.4762 
0.3853 
0.7289 
I .3058 

I .32 
- 0.02 

0.1 1 
- 0.86 
- 0.42 
-0.57 
- 0.64 
- 0.4 I 
- 0.03 
-0.27 

0.14 0.64 -0.12 
0.23 0.33 0.5 1 
0.24 0.14 0.5 I 
0.47 0.13 0.05 
0.30 0.06 -0.27 
0.46 0.07 -0.17 
0.25 0.30 -0.13 
0.27 0.07 -0.01 
0.22 0.42 -0.57 
0.39 0.02 0.15 

For definition of reaction 1-10, see Table 5. Factors required to 
autoscale the log k ,  values for each reaction to the same variance. 

Arithmetic mean of (relative log k , )  values for relevant reactions. 
' First principal-cornponent loadings lor the reactions (variables) 1-10. 
'Variable residual variance, for A = 1 see text. Second principal- 
component loadings for the reactions (variables) 1-10. 

N 
L. 

In this case the numerical solution obtained in PLS would be 
the same as in MRA. However, in practice, the number of 
components required is usually much less than the number of 
variables, owing to the existence of collinearity. Moreover, 
unlike MRA, PLS is able to detect the existence of subgroups. 
When the data set shows the presence of subgroups, disjoint 
PLS models are appropriately used for each group. 

Hence, initial PCA enables correct MRA to be carried out, as 
the assumptions mentioned above can now be justified. How- 
ever, this two-step procedure (PCA + MRA) can be replaced by 
a single analysis accomplishing the two steps simultaneously, 
and this is the basis of the algorithm used in the PLS method 
(cfi refs. 21 and 34). 

Principal-component Analysis.-The PCA according to the 
SIMCA method was carried out on compounds (objects) a-m 
in the data matrix reported in Table 5 (unfortunately, 
insufficient data are available for alkyls n-g  for their use in 
PCA). A one principal-component (PC) model for the data set 
describes 70% of the total variance, a second component 
explaining a further 7%. The PC parameters are listed in Tables 
6 and 7. 

From Table 7 and Figure 1 (the 'scores' plot), we see that t, 
differentiates the most reactive substituents benzyl, allyl, and 
methyl and the least reactive group neopentyl from the other 
primary alkyls and the secondary alkyls which are grouped 
together. The small influence of t2 (statistically insignificant 
according to cross-validation 22)  is apparent from Figure 1. 

The b,  values in Table 6 can be referred to the leaving-group 
ability of the nudeofuge and confirm the conclusion2 that 

Table 7. Principal component scores I , ,  and (2,  for substrates a-m in 
the PCA model 

'1, (2 k Alkyl N-Substituent 
a 
b 

d 
e 
f 
g 
h 
i 
i 
k 
I 
m 

C 

Benzyl 
Ally1 
Methyl 
Ethyl 
n-Propyl 
n- But y1 
n-Pentyl 
n-Hexyl 
n-Heptyl 
Neopent yl 
Isopropy 1 

Isobut yl 
S-Butyl 

8.85 
4.53 
4.07 
0.98 

- 0.27 
- 0.74 
- 1.87 
- 1.20 
- 1.21 
- 5.53 
- 1.65 
- 0.74 
- 2.77 

0.55 
-0.1 1 
- 0.77 
-0.10 
-0.38 
-0.18 
- 0.56 
- 0.52 
- 0.55 

0.72 
I .69 
2.36 

- 0.92 

0 
CH2 Ph 

~ ~ ~ 

r1 

Figure 1. Plot of I ,  uersus I, for compounds (objects) a-m [PCA model, equation (2)] 
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Table 8. Descriptors for R '  and R 2  substituents 

Descriptors: 
H 
Me 
Et 
Pr" 
Bun 
n- Pent y I 
n-Hexyl 
Pr' 
Bu' 
Bu' 
CYCIO-C,H, 
CYCIO-C,H 1 1 

Ph 
Vinyl 
CH=CHMe* 

L 
2.06 
3.00 
4.1 1 
5.05 
6.17 
7.1 1 
8.22 
4.1 I 
5.05 
4.1 1 
4.14 
6.17 
6.28 
4.29 
5.23 

Bi 
1 .00 
1.52 
1.52 
1.52 
1.52 
1.52 
1.52 
2.04 
1.90 
2.59 
1.98 
2.04 
1.70 
1.60 
1.90 

Bi i 
I .00 
1 .90 
1.90 
1.90 
I .90 
I .90 
1.90 
3.16 
2.76 
2.86 
2.24 
3.16 
3.1 1 
2.00 
2.00 

Biii 
I .oo 
2.04 
2.97 
3.49 
4.42 
4.94 
5.87 
2.76 
3.16 
2.97 
2.88 
3.49 
1.70 
I .60 
1 .90 

' L, Bi, Bii, Biii, Bi, taken from ref. 36; Es, cr*, MR taken from ref. 35. E isomer. 

Bi v 

I .00 
I .90 
I .90 
I .90 
I .90 
1.90 
1.90 
3.16 
3.49 
2.86 
2.29 
3.16 
3.1 1 
3.90 
3.09 

€5 

0.00 
- 1.24 
- 1.31 
- 1.60 
- 1.63 
- 1.64 
- 1.54 
- 1.71 
- 2.37 
- 2.78 

- 2.03 
- 3.82 

o* 
0.49 
0.00 

-0.10 
-0.12 
-0.13 
-0.16 
-0.15 
-0.19 
-0.21 
- 0.30 

0.1 1 
-0.15 

0.60 
0.52 
0.17 

MR 
1.03 
5.65 

10.3 
14.96 
19.59 
24.24 
28.90 
14.96 
19.59 
19.62 

26.69 
25.36 
10.99 
15.61 

Table 9. Relevance of individual descriptors in the PLS models as described by b: and vib 

Overall 39 Primary 65 Linear 84 
R '  R 2  R'  R'  

PLS model 
";, V,' Descriptor 

hi: L 
Bi 
Bii 
Biii 
Bi v 

E S  

o* 
MR 

7 

hi 
- 0.26 
-0.16 
-0.14 
- 0.28 
- 0.08 

0.12 
0.19 

- 0.28 

h---7 
Wi 

0.27 
0.06 
0.04 
0.30 
0.00 
0.02 
0.12 
0.33 

7 

hi 
0.28 
0.29 
0.29 
0.29 
0.29 

- 0.29 
- 0.29 

0.29 

- I 

Wi 
0.33 
0.35 
0.34 
0.34 
0.35 
0.35 
0.36 
0.33 

- 
hi 

- 0.38 
- 0.22 
-0.17 
-0.56 

0.06 
0.08 
0.55 

- 0.39 

A > 
Wi 

0.19 
0.03 
0.0 I 
0.58 
0.00 
0.00 
0.55 
0.22 

I 

bi 
- 0.34 
-0.35 
-0.35 
-0.35 
- 0.35 

0.37 
0.37 

- 0.34 

- 
Wi 

0.98 
0.54 
0.54 
0.55 
0.54 
0.72 
0.73 
0.49 

' Variable loadings; as in Table 6. ' Modelling power calculated by equation 3. ' Percentage of the Y variance explained by the first PC of the X block. 

tricyclic (2) and pentacyclic (3) nitrogen heterocycles are leaving 
groups as good as chloride and somewhat poorer than bromide 
ions. 

Partial Least squares Analysis.-The relative reactivity in the 
quinolinium series (2) (the most complete one) was chosen as 
the dependent variable and described as a function of structural 
parameters ('descriptors') for the alkyls (the X block). This 
analysis is aimed at finding out which descriptors, or what 
combinations of them, best explain the reactivity data ( i e .  what 
effects are responsible for the nucleophilic reactivity of the 
substrates examined). 

As descriptors we used eight parameters available in the 
literature. For the electronic effect, o* 3 5  is clearly appropriate. 
For steric effects in terms of size, we took the traditional Es.35 
For the shape, the five Verloop parameters appeared to be the 
most suitable. The polarizability of each alkyl linked to the 
carbon atoms undergoing substitution is measured by MR 35 
(CJ Table 8). To consider simultaneously the primary and 
secondary alkyls, a second series of eight parameters takes 
account of the second substituent on the reacting carbon (for 
the primary substrates this always relates to hydrogen). 

The Verloop parameters B,-B4 resulting from the 
STERIMOL computations are usually listed in order of 
increasing magnitude. However, we have modified this to list 
them in the order (Bi ,  Bii, Biii, Biv) of rotation about the L 
(length) axis, commencing with Bi the smallest and with the 
restrictions that Biii is the opposite to Bi (as indicated in ref. 36) 
and that Bii < Bi, (Table 8). Thus, Bi always corresponds to B ,  
as defined by Verloop. 

(a) Owrall analysis. The PLS analysis utilizing the whole data 

/ 
'd 

/ 

/ I g  ,,/J 

Figure 2. Plot of 1 ,  uersus y (reactivity) for compounds (objects) a y  
[overall PLS model, equation (4)] 

set ( I  7 substrates including 2-methylbutyl and y-methylallyl) 
and all 16 descriptors in the X block explained only 39% of the 
variance. This is clearly due to the inhomogeneity of the data 
set. In Figure 2, where the reactivities 0,) are plotted against the 
first component of the X block ( t l ) ,  two types of deviation from 
the primary 'normal' alkyls can be observed. The first one 
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/ ' j  

m 
P 0 

a 

9 

b 

/ 
f t  

/ 

t 1 

Figure3. Plot oft, Lvr.w.s.r (reactivity) for compounds (objects) a-j and 
m-q [primary alkyls PLS model, equation (4)] 

involves secondary substrates (group A) and the second one 
polarizable substituents containing JI systems (group B). 

Table 9 gives bi and wi values for the descriptors: the 
magnitudes for R Z  are greater than for R', demonstrating that 
the presence of a secondary alkyl is that most significant 
structural modification determining the reactivity of the series. 
They are all almost equal because of the small variation of the 
R Z  descriptors throughout the set (i.e. only k and I are different 
from all the others and very similar to each other). Unfor- 
tunately the paucity of the data prevents the application of a 
disjoint PLS model to this subset. 

The most relevant R' descriptors appear to be L, Biii, MR, 
and o*. This result is also confirmed by the subsequent analysis. 
Shape is clearly very relevant. The two Verloop parameters 
found to be most significant represent the substituent length ( L )  
and the dimension (Biii) which is 180" from the smallest one. 
This may indicate that in the transition state the nucleophile 
approach is correlated with Biii. Dependence on o* (the overall 
size) is not surprising, but that on MR is less easy to interpret. 

(b) Primary alkyls. A second PLS analysis was carried out 
excluding the secondary alkyls. Since for all these 15 substrates 
R Z  = H, eight descriptors define the X block. The results are 
listed in Table 9 and plotted in Figure 3. The fraction of variance 
explained goes up to 65%. However, the reactivities of the 
benzyl, y-methylallyl, and ally1 substrates are higher than 
predicted by the component for linear primary alkyls c-h 
probably because of their polarizability (see the high b value for 
MR). The branched primary alkyls Bu' and 2-methylbutyl react 
slower than predicted. 

wi values in Table 9 show that the descriptors relevant to 
define this first component are again <T*, Biii, L, and MR: the 
reactivity increases with increasing electronic effect and 
decreasing steric effect, in agreement with the expected 
requirements for SN2 reactions. However, the relevance of two 
of the Verloop parameters and the small contribution of the 
bulk steric effect (the E, parameters) confirms that the steric 
effect in this series is related to the shape of the substituent 
rather than to its size. 

I t  is now accepted that steric effects frequently cannot be 
explained by considering substituents as spheres (i.e. by a 
unique size).37 Thus, the three-fold symmetry of the methyl 
group in pyridines was needed to rationalize both the quater- 
nization kinetics and the conformational preference in iso- 

0 
Me 

0 Et 

a Bu" 

a Pr" 

n -pentyl 

.n- heptyl 

0 n-hexyl 

Figure 4. Plot of I,  oersus y (reactivity) for compounds (objects) c-i 
[linear alkyls PLS model, equation (4)] 

propyl  derivative^.^^ Reactivity models for the methylation of 
substituted pyridines and for the dequaternization of the N- 
methylpyridinium cation have recently been determined 39 and 
the implications of non-additive steric and electronic effects, 
as well as the relationships between non-additive kinetics, 
buttressing effects, and the various steric substituent parameters 
and models discussed?' The results of the PLS analysis provide 
independent support for the importance of the steric shape of 
branched primary alkyls in such nucleophilic displacements. 

(c) Linear alkyls. A further PLS run was carried out 
considering the linear-chain substrates only (seven compounds). 
Here also, the model is quite good (84% of variance explained) 
and descriptors such as o* and E, become much more relevant 
(Table 9). Clearly, in the absence of any branched chain the steric 
effect is again defined by its size descriptor. The plot of Figure 4 
also shows grouping possibly related to the spatial structure of 
the alkyl chain. 

Conclusions.-The new multivariate PCA and PLS methods 
are a satisfactory alternative to MRA for the study and 
rationalization of reactivities. This new approach, based on 
rigorous statistical procedures, enables the empirical treatment 
of experimental data sets without a built-in bias. The PCA 
confirms previous findings on the leaving-group ability of 
quinoliniums (2) and acridiniums (3) compared with halides 
and differentiates N-alkyl groups capable of resonance 
delocalization and secondary alkyls from primary alkyls. The 
PLS analysis points out the importance of the substituent's 
shape for branched primary alkyls in the nucleophilic reactivity 
of the quinolinium series (2). 

Experimental 
H N.m.r. spectra were recorded on a Varian EM360L spectro- 

meter with Me,Si as internal standard. 1.r. spectra were 
obtained on a Perkin-Elmer 283B spectrophotometer. M.p.s 
were recorded on a hot-stage apparatus and are uncorrected. 

Preparation of Compounds.-5,6-Dihydro-2,4-diphenyl- 
naphthoc 1,2-b]pyrylium tetrafluoroborate (4) (from chalcone, 
a-tetralone, and boron trifluoride-ether 6, had m.p. 270 "C (lit.,6 
270 "C); 5,6,8,9-tetrahydro-7-phenyldibenzo[c,h Jxanthylium 
tet rafluoro bora te (5) (from 2-benzy lidene-a- te tralone, a- tetra- 
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lone, and boron trifluoride-ether6) had m.p. 258-260 “C (lit.,6 
265 “C). 

General Procedure for Preparation of Pyridinium Salts ( Table 
l).-In a typical experiment, amine (2.4 mmol) was added 
dropwise to a suspension of pyrylium tetrafluoroborate (1.2 
mmol) in CH2C1, ( 1  5 ml) and the deep red mixture was stirred 
at 25 “C for the time given. The colour changed to dark green. 
Solvent (8-10 ml) was removed (50°C; 20 mmHg) and the 
residue was treated with ether (50 ml) to give the product [for 
compound (ZO), exceptionally n-hexane was used in place of 
ether]. Washing the product with warm water and then diethyl 
ether removed amine salts. The dried residue (60°C and 1 
mmHg) was dissolved in Me2C0 and reprecipitated with ether. 
Physical and spectroscopic properties are recorded in Tables 1 
and 2. 

Kinetic Measurementx-The kinetics were followed by U.V. 
spectrophotometry under psuedo-first-order conditions using 
the procedure already described.’ The concentration of quino- 
linium or acridinium was 6.4 x mol 1-’, while those of 
piperidine ranged from 0.0o08 to 0.32 mol I-’. Pseudo-first- 
order rate constants were calculated from the slope of the plot of 
In (D,/D) at the wavelengths reported in Table 3 versus time. 
Second-order rate constants were calculated from the slope and 
first-order rate constants from the intercept of the plot of kobs 
uersus piperidine concentration. For the definition and calcul- 
ation of errors and for the estimation of the precision of /cobs, see 
ref. 41. 
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